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The industrial Internet of Things (IoT) is considered one of the 

applications in the fifth generation (5G) networks. In this application, 

users’ high mobility in a typical industrial scenario needs high 

reliability. The increased mobility creates frequent handover, creating 

extra control signaling to a new base station (BS). The users’ 

congestion to the new BSs can lead to an outage. In this paper, we 

investigate how to manage the handover of users to improve reliability 

in a high-mobility scenario using deep learning. We first use an offline 

centralized algorithm to create labels for user association to a BS, 

which is done without adding a handover coefficient. Then, we train 

the neural network and use the introduced parameter to make the multi-

agent deep reinforcement learning (RL) learn better. This is done to 

avoid long iterative methods in reinforcement learning. The results 

show that our method can outperform the offline centralized algorithm 

by 40% when the handover coefficient increases.  

 

1. Introduction  

Industrial Internet-of-Things (IIoT) is one of the typical application scenarios in the fifth generation (5G) 

cellular networks. One of the applications in the IIoT is a connected factory, where all industrial machines, 

sensors, and other tools are connected to a network (T. M. Fernández-Caramés & P. Fraga-Lamas, 2018). In 

this application, any item in the network can talk to each other. For instance, an automated guided vehicle can 

deliver items controlled through wireless systems, or a human worker can monitor and collect data in the IioT 

devices through wireless systems. With stringent latency and reliability requirements, supporting many IIoT 

devices in wireless networks remains an open problem. As a user moves, it may associate with different BSs to 

maintain its quality-of-service (QoS). The basic idea is to let users associate with a BS with a high signal-to-

noise ratio (SNR) and low congestion status.On the other hand, handover causes extra communication 

overheads, which come from the additional control signaling to the new BS. Besides, if the new BS has a high 

traffic load, the newly arrived devices may not be served, resulting in a service outage. Therefore, user 

association (UA) policy plays a critical role in IIoT but remains a challenging task, especially when the density 

of devices is large (A. Gupta & R. K. Jha, 2015; D. Liu et al., 2016; Q. Ye et al., 2013). 
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Handover policies have been investigated for over 30 years (S. Tekinay & B. Jabbari, 1991). The 

bottleneck lies in the trade-off between computational complexity for optimizing the handover policy and the 

QoS experienced by users. Recently, handover policies were studied in different communication systems, such 

as wireless local area networks (Chen et al., 2020), ultra-dense networks with coordinate multipoint 

communications (W. Sun et al., 2021), satellite communications (H. Xu et al., 2020), and 5G systems (V. 

Yajnanarayana et al., 2020). Their results imply that with recent breakthroughs in deep learning, it is possible to 

achieve good QoS with low computational complexity. To get labeled training samples for supervised deep 

learning, a centralized optimization algorithm was proposed by (N. Raharya et al., 2021) to maximize the 

reliability of the worst-case user. After the offline training, the deep neural network (DNN) is broadcast to all 

the devices for distributed execution. Given the local state of a machine, it can select a BS according to the 

output of the DNN. 

Notably, the centralized optimization algorithm proposed by (N. Raharya et al., 2021) maximized the 

reliability without taking handover overhead (HO) into account. Since HO depends on the mobility of devices, 

the problem turns out to be a sequential decision-making problem with high complexity, especially when the 

state or action space is ample. To solve such kinds of issues, deep Q-learning (DQN) has been applied in (N. 

Zhao et al., 2019) and (D. Guo et al., 2020). Specifically, the DQN algorithm learns from the feedback of the 

environment by trial and error, where the parameters of the DQN are initialized with random parameters. 

Improving the training efficiency of DQN remains an open problem and is crucial for real-time implementation 

in wireless networks. 

We propose an offline initialization and online training framework for DQN to address the above issue. In 

the offline initialization, we utilize the centralized optimization algorithm proposed by (N. Raharya et al., 

2021). to train the DQN without taking HO into account. In this way, we can obtain an excellent initial DQN 

without random exploration. After the offline initialization, we apply online training to train the DQN in the 

scenario with HO, where the central server collects the experience of different devices and fine-tunes the DQN 

centrally. Meanwhile, the updated DQN is broadcast to all the contrivances for distributed execution. 

This paper comprises five chapters: introduction, method, result and discussion, and conclusion. The 

method part explains the system model and the multi-agent deep reinforcement learning, and the development 

and discussion part presents the simulation setup and results and the analysis of the results. 

 

2. Method 

This section will explain the system model and formulation used in the paper and our multi-agent deep 

reinforcement learning algorithm. The system model and formulation contain the communications system 

model on the reliability and the objective function. Then, in the following subsection, we will explain how to 

implement multi-agent reinforcement learning in the system model. 

 

2.1. System Model and Formulation 

We established uplink transmissions within a cellular network, with N individual users, each using a single 

antenna to transmit packets to L base stations equipped with multiple antennas. All BSs are connected to a 

central server. Each base station (BS) has various subchannels, adhering to the 5G New Radio (NR) standard. 

Additionally, we presume that distinct frequency bands are allocated to individual base stations to prevent 

interference from adjacent channels between neighboring BSs. 
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2.1.1. System Model 

In our model, we divide time into discrete slots, each with a duration of Ts. During each space, users can 

transmit a packet to a base station (BS) or refrain from doing so. Conforming to the 5G New Radio (NR) 

standard, Ts represents the transmission time interval and is shorter than the channel coherence time. We 

assume that the large-scale channel fading from the n-th BS to the n-th user remains constant within each 

frame but can vary due to user mobility. Figure 1 illustrates the relationship between slots and structures. 

The large-scale channel fading and the distance from the n-th user to the l-th BS in the tf-th frame are 

represented as αn,l(tf) and dn,l(tf) (in meters), respectively. Their relationship is expressed as follows (Third 

Generation Partnership Project (3GPP), 2014) 

 
10 , 10 ,

10log ( ) 34.5 35log [ ( )].
n l f n l f

t d t = − −  ................................................................................................... (1) 

 

At the start of tf-th frame, n-th user selects a BS based on αn,l(tf ). We represent the user association (UA) of 

user n to BS l in tf-th frame as xn,l (tf), where n ranges from 1 to N and l ranges from 1 to L, mathematically 

expressed as follows  

 
,

1, if -th user is connected to

( ) -th BS during -th frame

0, otherwise.

n l f f

n

x t l t=







..................................................................................................... (2) 

The UA of n-th user to l-th BS can be represented by a vector, 
,1 ,

( ) [ ( ),..., ( )]
T

n f n f n L f
t x t x t=x . We consider 

a constraint where each user is limited to associating with only one BS, and this can be expressed as follows, 

 
,

1

( ) 1, 1,..., .
L

n l f

l

x t n N
=

 = ................................................................................................................................ (3) 

 

1. Collision Probability 

We implement a multi-channel slotted ALOHA protocol at the MAC layer to eliminate the need 

for the request-and-grant procedure during uplink transmission (B. Singh et al., 2018). λ (packets/slot) 

represents the average packet arrival rate of the n-th user, which is assumed to be much smaller than 

one. During each time slot, user n chooses a subchannel and transmits a packet with a probability of λ. 

5G NR employs repetition as a reliability enhancement technique, as it does not rely on 

acknowledgments but sends K duplicates of packets across K consecutive slots (Third Generation 

Partnership Project (3GPP), n.d.). In this grant-free (GF) random access (RA) process, packet collisions 

occur when multiple users select the same subchannel in the same slot. A packet is deemed lost if all K 

repetitions collide with other packets. 

The number of users associated with a BS can be given as follows 

 
,

1

( ) ( ).
N

l f n l f

n

C t x t
=

= ................................................................................................................................ (4) 

 

We consider (4) as the bottleneck or congestion status of a BS. (4) shows that there is a high chance of 

collisions when the number of associated users is large. Then, the collision probability experienced by 

a user with a BS is given as follows, 
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Figure 1: Slots, Frames, Episodes during the time observation. 

  

where Ms represents the quantity of subchannels available in a BS. When user n of tf -th frame is 

associated with BS l, the collision probability in (5) can be written as follows, 

 

 
,

1

( ) ( ) ( ).
L

n f n l f l f

l

t x t t 
=

= .......................................................................................................................(6) 

2. Decoding Error Probability 

Sending a short packet quickly necessitates a short block length, meaning a decoding error arises 

when the received packet is decoded incorrectly. We denote Bw, Ts, bp, as the bandwidth of each 

subchannel, the transmission duration of each packet, and the packet size (bits), respectively. The 

decoding error probability user n of tf-th frame to BS l is given as follows (C. She et al., 2018, 2021). 

 
,

, ,

,

0

( ) ln2
( ) ln 1{ { [ ( ) ]}}.

n l

n l f n l t p

n l f g Q s w

w s w

t g P b
t f T B

N B T B





= + −E ............................................................. (7) 

When user n of tf -th frame is associated with BS l, the decoding probability in (7) is expressed as 

follows, 

 
, ,

1

( ) ( ) ( ).
L

n f n l f n l f

l

t t x t
=

=ò ..................................................................................................................... (8) 

3. Handover 

As a user moves, it may associate with another BS, i.e., handover (HO), which boosts signal 

strength. However, a frequent HO may cause extra signaling that increases communications latency. 

We then denote wn(tf) as a variable indicating whether the associated BS of user n changes at frame tf, 

given as follows 

 
, ,

1

( ) ( ) ( 1) .| |
L

n f n l f n l f

l

w t x t x t
=

= − − ......................................................................................................... (9) 

Thus, if user n changes its association at frame tf, the value of (9) is two. Otherwise, the value of (9) is 

zero. 
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4. Problem Formulation 

Packet losses can result from collisions occurring at the MAC layer as well as decoding errors in 

the physical layer. The packet loss probability in tf-th frame of user n is expressed as follows 

 
Loss

( ) 1 [1 ( )][1 ( )] ( ) ( ), 
n f n f n f n f n f

P t t t t t = − − −  +ò ò ........................................................................(10) 

where the approximation holds true since ( ) ( ) min{ ( ), ( )}
n f n f n f n f

t t t t ò ò  when both 

( ) and ( )
n f n f

t tò  are small in magnitude. 

We represent the utility function of user n at tf-th frame by Un(tf), which is defined as follow,  

 

 
10

( ) log [ ( ) ( )] ( ),
n f n f n f n f

U t t t w t − + −ò ........................................................................................(11) 

 

where   is an HO coefficient whose value is 0 1  . In this article, we want to maximize (11) for 

the worst-case user by solving the following problem, 

 

 
, ( ) 1

max min{ ( ),..., ( )}

s.t. (2) and .(3)

n l fx t f N f
U t U t

.....................................................................................................(12) 

Problem (12) is a non-convex integer optimization problem. To solve (12), we need to consider the 

handover frequency of users, in which, according to Figure 1, a handover occurs when a user changes 

its BS connection in the subsequent frame. Here, handover management is essential in (12) when it is 

non-zero to prevent a frequent handover, adding latency to a user’s uplink connection and resulting in a 

new link to a BS. In the following section, we develop a distributed and low-complexity solution based 

on the deep reinforcement learning algorithm. 

 

2.2. Model-Assisted Multi-Agent Deep Reinforcement Learning 

In this section, we develop a model-assisted Multi-Agent Deep Reinforcement Learning (MADRL) 

algorithm to solve (12). First, we explain how to formulate a MADRL solution based on Deep Q-Network 

(DQN). Then, we apply the formulated DQN into \eqref{objective}, divided into offline initialization and 

online learning. In the offline initialization, we use an offline label algorithm to initialize the deep neural 

network (DNN) in the DQN. Then, we use the initialized DQN as a model-assisted tool in online learning. 

 

2.2.1. Deep Q-Network Overview 

In this subsection, we formulate DQN for our problem optimization in (12). We first define the agent, 

environment, state, action, and reward. An agent is the decision maker that determines the UA selection at time 

f
t  and is designated to n -th user. The environment is defined as the place where 

,n l
x  configurations are 

evaluated. Here, the environment is the objective function in (12) and it is located at the central server. The 

action of n-th user is to select a BS at tf, i.e. ( )
n f

a t , and ( ) 1, ,
n f

a t L= . The selected action is also equivalent 

to set 
, ( )

( ) 1
n fn a t f

x t = . We then denote 
1 ( 1)

( )
L

n f
t

 +
s  as the state of n-th agent at time 

f
t . The first L elements 

in ( )
n f

ts  consist of 
, ,1 ,
( ) { ( ), , ( )}

n l f n f n L f
t t t    and 

1
( ) { ( ), , ( )}

l f f L f
t t t    that represent the 

normalized value of 
,
( )

n l f
t  and ( )

l f
t  at time 

f
t  respectively. 

,
( )

n l f
t and 

,
( )

n l f
t  are given as follows, 
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( ) log [ ( )].

n l f n l f
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10 ,

( ) log [ ( 1)].
l f n l f

t t = − − ......................................................................................................................(14) 

The last element in ( )
n f

ts  is ( 1) 1, ,
n f

x t L− =  that represents the selects an action in the previous frame, 

i.e. 1
f

t − . We then denote ( )
n f

r t  as the reward of n-th user at time ft , given as follows, 

 

 
1

( ) min{ ( ),..., ( )}.
n f f N f

r t U t U t= ..................................................................................................................(15) 

Note that, based on (15), reward for all users is the same. Another element in DQN is experience replay D . 

Here, at time 
f

t , n-th user stores a transition from its interaction with the environment into D . The transition 

consists of state ( )
n f

ts , action ( )
n f

a t , reward ( )
n f

r t , and next state ( 1)
n f

t +s  and can be represented as a tuple 

of { ( ), ( ), ( ), ( 1)}
n f n f f n f

e s t a t r t s t= + . 

In DQN, a deep neural network (DNN) is used to approximate the Q-value. Here, the Q-value is a function 

of ( )n fts , ( )fa t , and  , i.e. ( ( ), ( 1) | )n f n fQ t a t −s , where  is the training parameter of DQN. The Q-

network updates θ by minimizing the loss function given as follows, 

 

21
( ) ( ( ), ( 1) | ) ,( )

n n f n f

et

loss y Q t a t
N

 


= − − s
D

..........................................................................................(16) 

where 
t

N  is the size of minibatch samples and 
n

y  is a target of n-th user, given as follows, 

 

( ) max ( ( 1), ( ) | ),
n n f a n f n f target

y r t Q t a t = + +s ..........................................................................................(17) 

where is the discount factor and 
target

  is the target parameter of DQN, which is updated every 
f

T frames. 

During the learning process, a DQN can be trained by randomly sampling 
t

N  minibatches of D  to reduce the 

correlation among training samples, which in turn increases the stability of the algorithm (Mnih et al., 2015). 

Then, by using Adam optimizer as proposed by (Kingma & Ba, 2015). with learning rate 0.001, the parameters 

of the DQN are optimized to minimize (16). The general framework for DQN is given in Figure 2. 

 

2.2.2. Offline Initialization and Online Learning 

In this subsection, we apply the DQN algorithm to our objective function in (12). We classify the solution 

into offline initialization and online learning. In offline initialization, we execute offline training to initialize the 

DQN at the central server with the UA solution from the label training samples obtained from an offline label 

algorithm. The offline label algorithm is summarized as follows. When a user is positioned at the center of a 

cell, and far away from other cells, it should be linked with the nearest BS to minimize the probability of 

decoding errors. On the other hand, if a user is on the edge of the cell and its large-scale channel gain to two or 

more BSs is comparable, then the user should be associated with the BS with a lower traffic load, subject to the 

congestion status of the BS. Based on these two ideas, the offline label algorithm finds each user's highest 

large-scale channel gain, puts them in a list, and then sorts them in descending order. In this way, the users in 

the cell centre are at the top of the list, and those in the edge cell are at the bottom. Then, the algorithm will 
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solve the association for all users according to (12) sequentially, starting from the user at the top of the list. The 

algorithm will select the BS with the lowest packet loss probability in each sequential step according to (11). 

After completing the sequential process, users located at the cell edge are redistributed among various BSs to 

evenly distribute the traffic load. The offline label algorithm then results on associated BS for n-th user at 
f

t  

represented by ( )
n f

x t . The detailed explanation on the offline algorithm can be found in (N. Raharya et al., 

2021). Next, n-th user sets ( ) ( )
n f n f

a t x t=  and gets ( )
n

r t  by substituting 
, ( )

( ) 1
n fn a t f

x t =  into (3), from which 

(11) and (15) are obtained. From here, n-th user can set { ( ), ( ), ( ), ( 1)}
n f n f f n f

e t a t r t t= +s s , which is stored 

in D . The training is then done once per fT  frames to minimize loss function in (16). After several episodes, 

the DQN offline training is completed and the DQN parameter,  , is updated. Note that  in the offline 

initialization is set to zero to reduce the complexity from the sequential process in the offline label algorithm. 

Figure 3 describes the offline initialization process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: DQN framework. 

 

 

In the online learning, we tune the initialized DQN with handover coefficient, i.e. 0  . Here, the UA 

decision is done distributively at each user by taking an action according to  -greedy policy, which is given as 

follows 

 

argmax ( ( ), ( 1) | ),

( ) with probability 1

( 1), with probability .

n f n f target

n f

n f

Q t a t

a t

a t







−

= −

−







s

...............................................................................................(18) 
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The selected action translates into 
, ( )

( ) 1
n fn a t f

x t = , from which the environment gives reward ( )
n f

r t . In 

addition, the environment also gives next state feedback, ( 1)
n f

t +s , to each user and sends 

{ ( ), ( ), ( ), ( 1)}
n f n f f n f

e t a t r t t= +s s  to D . Then, the central server randomly samples 
t

N  minibatch of samples, 

trains the DQN parameter  , and updates target DQN parameter, 
target

 , i.e. 
target

 = every 
f

T  frames. 
target

 is 

shared among users to execute an action. The online algorithm process is shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3: Offline Initialization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4: Online Learning. 

 

2.2.3. Computational Complexity and Communication Overheads 

In the offline label algorithm of the initialization, we need to evaluate ( )
fnU t , NL times in each frame. 

Consequently, the computational complexity can be defined as ( )NLO . To implement the offline label 

algorithm, Both BSs and users need to transmit 
,
, 1,..., , 1,...,

n l
n N l L = = to the central server. After gaining 

the solution, the central server dispatches 
,
, 1,..., , 1,..., ,

n l
x n N l L= =  to the BSs and users. Hence, the 

communication overheads are corresponding to NL . The complete explanation on this algorithm can be found 
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in (N. Raharya et al., 2021). In the online learning, the centralized server sends the DQN parameter, 
target

 , to 

all users. Then, each user takes an action according to the  -greedy given 
target

 . Subsequently, within each 

frame, the BSs transmit information regarding their congestion status to the users. Consequently, the 

communication overhead in each frame remains consistent at L.  

In terms of computational complexity, the training stage in the offline initialization and online learning is 

much higher than the offline label algorithm. However, the training phase is done offline at the central server in 

the offline initialization stage, meaning that it is not required to execute training in each frame. The training 

stage in the online learning is also done at the central server and the shared parameter, 
target

 , is only updated 

once per 
f

T  frames. Thus, the online learning does not need to update the 
target

  in each frame. In addition, the 

online learning is distributively executed. We can conclude that the proposed distributed DQN has low 

complexity.  

 

2.2.4. Structure of the DQN 

The DQN has C layers, including (C-2) hidden layers, one input layer, and one output layer. The number 

of neurons in the c-th layer is denoted by Jc. The DQN parameter is defined as 
[ ] [ ]

{ , , 1, , }
c c

c C = =W b , 

where 1[ ] c cJ Jc −
W  and 

1[ ] cJc 
b  are the weights and biases in c-th layer, respectively. The relationship 

between the input, 1
1[ ]

c
Jc

−


v , and the output, 
1[ ]

c
Jc 

u , of the c-th layer is given as follows, 

 
[ ] [ ] [ ] [ ] [ ]

( ),
c c c c c

f


= +u W v b .............................................................................................................................(19) 

where 
[ ]

( )
c

f


  is the Rectified Linear Unit (ReLU) activation function of the v-th layer, i.e., 

 
[ ]

( ) max(0, ).
c

f


=y y ..................................................................................................................................... (20) 

The input layer of the DQN is ( )
n f

ts and the output layer is a Q-value vector, i.e. 

{ ( ( ),1| ), , ( ( ), | )}
n f n f

Q t Q t L s s . n-th user will associate to l -th BS, where  

 argmax { ( ( ),1| ), , ( ( ), | )}.
l n f n f

l Q t Q t L s s ..................................................................................... (21) 

Figure 5 shows our DQN structure.  

 

3. Result and Discussion 

In this section, we assess the performance of the proposed DQN algorithm and create a performance 

comparison between it and several methods, which are the highest signal-to-noise ratio (SNR) policy, offline 

label algorithm, and distributed Deep Supervised Learning (DSL). The distributed DSL is a scheme in (N. 

Raharya et al. 2021). 
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Figure 5: Structure of the DQN 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6: Locations of BSs and users. 

3.1. Simulation Setup 

We examine a square area measuring 500 meters on each side, where four base stations (BSs) are 

positioned at the corners, as depicted in Figure 6. This figure illustrates the division of the area into a left-hand 

side and a right-hand side region. We apply different user densities to these two regions. Specifically, 90% of 

the users are uniformly distributed in the left-hand side region, while the remaining 10% are in the right-hand 

side region. Each frame corresponds to one second. Users remain stationary within each frame but change their 

positions randomly in subsequent frames at a velocity of 15 meters per frame. Consequently, the UA 

configuration may or may not change with each frame. We assume the square area wraps around the edges to 

mitigate boundary effects. 

We specify two parameters in the simulation; the radio environment parameter in Table 1, which defines 

the setting for wireless communication, and the DQN hyperparameter in Table 2, which defines the setting for 

the DQN algorithm. The number of episodes and frames in both offline initialization and online learning is 8 

episodes and 100 frames. In the online learning, the value of   is updated in each frame of an episode and then 
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it is reset in the new episode.   in the next frame is updated as ( 1) ( ) $.
f f decay

t t  + =   The value of  stops 

updated until 0.001 = . By updating  , we can balance exploration and exploitation. 

To create a realistic scenario, we create a numerical computation and users’ moving dynamics in codes run 

on a programming language such as Python. The users can move randomly in one of the four directions, north, 

south, west, and east,  within a specified number of frames and episodes. Then, the large-scale channel gain of 

each user can be obtained. Next, we can compute (12) and solve it using a DQN method.   

Table 1. Radio Environment Parameters. 

Parameters Value 

Ts 0.25 ms 

Bw 180 kHz 

Pt 0.2 Watt 

N0 -174 dBm/Hz 

Bp 32 × 8 bits 

Φ 1.1 

Ms 20 

N 100 

L 4 

 

Table 2. DQN Hyperparameter. 

Parameter Value 

Minibatch Size Nt (Samples) 100 

Discount Factor  0.95 

Experience Replay D size 20000 

Minimum value of τ 0.001 

decay  0.995 

Initial value of   1 

Number of hidden layers 2 

Number of neurons at a hidden 

layer 

128 

f
T  (frames) 10 

 

3.2. Performance Evaluation 

To evaluate the reliability of online learning in the DQN scheme, we compare it with three other baselines. 

The first one is the highest SNR policy, which is widely used in the existing wireless networks. The second one 

is the offline label algorithm that is used to obtain labeled training samples. The third one is distributed Deep 

Supervised Learning (DSL), which uses the UA results from the offline label algorithm as labels to train the 

DNN. We set the input and output dimensions of the DNN in the distributed DSL to be similar to the input and 

output of the DQN. The cumulative distribution functions (CDFs) of packet loss probability experienced by the 

worst-case user are provided in Figures 6, 7, and 8. 

The results in Figure 7 show that when there is no penalty for doing a handover, i.e., the CDF achieved by 

the DQN is similar to the distributed DSL. In addition, both are very close to the Offline Label Algorithm, with 

a gap of around 10%. This means that distributed DSL and DQN can accurately approximate the offline label 
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algorithm. On the other hand, the highest SNR policy is the worst since it only considers the closest BS, which 

results in heavy congestion in a particular BS. 

The results in Figure 8 show that the packet loss probability of the DQN algorithm is approximately 28% 

lower than that of the distributed DSL. This happens because the labels used to train the distributed DSL from 

the offline label algorithm are less optimal; as we can see in the figure, the packet loss probability of the DQN 

algorithm is 5% lower than that of the offline label algorithm. The figure also shows that the highest SNR 

policy has the worst packet loss probability since the congestion in BSs is not balanced, and the loss from 

handover is not well addressed. 

Figure 9 shows that the packet loss probability of all schemes generally increases compared to the previous 

results because there is a higher penalty from handover. The figure also shows that the DQN algorithm 

performs far better than other schemes, as shown by its large packet loss probability gap compared to others. In 

detail, the gap between the offline label algorithm and the DQN algorithm increases to 40% from the previous 

result. This means that the online learning capability in the DQN learning can adapt more to the dynamic 

environment.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: CDF of packet loss probability of the worst-case user, where 0 = . 
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Figure 8. CDF of packet loss probability of the worst-case user, where 0.1 = . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. CDF of packet loss probability of the worst-case user, where 0.5 =  

 

To summarize the results in Figure 7-9, we create a comparison table on the average packet loss probability 

between existing methods and the proposed method as shown in Table 3. 
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Table 3: Average Packet Loss Probability Comparison between Existing Methods and The Proposed DQN Method. 

  = 0  = 0.1  =0.5 

Distributed DSL 2 x 10-3 3 x 10-3 0.02 

Offline Label Algorithm 1.5 x 10-3 2.6 x 10-3 0.016 

DQN 1.5 x 10-3 2.5 x 10-3 0.009 

Highest SNR 3 x 10-3 4.5 x 10-3 0.027 

 

4. Conclusion 

This paper investigates how to manage a handover in massive IIoT networks to improve packet 

transmission reliability by optimizing a UA policy. We propose a DQN-based solution to determine the 

associated BS for users in a dynamic environment. The DQN algorithm comprises an offline initialization and 

online learning. The offline initialization is utilized to train the DQN without the HO scenario, and it is done to 

obtain an excellent initial DQN without random exploration. Then, in the online learning, we fine-tune the 

DQN in a centralized manner and let each user execute the UA policy. The results show we can achieve a low 

packet loss probability when the HO coefficient is high compared to the offline label algorithm, distributed 

DSL, and highest SNR policy. Furthermore, the research in this area can be expanded into the joint resource 

allocation and user association problem. 
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